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ABSTRACT: It is clear that the cost efficiency is becomning
a major driver in future space inissions. Because of the con-
straints 011 total cogt, including design, implementation and
opcration, future spacecrafts arc limited interims of their
size, power and complexity. Consequently, it is expecied to
have future missions operate onmarginal spat.c-to-groulld
communication links which, inturn, canpose an additional
risk 011 the successful scientificreturn of these nissions.
For low data rate andlow downlink margin missions, the
concept of buflering telemetry signal for further signal pro-
cessing to improve data return has been widely adopted.
This paper describes techniques used for post-processing
of buflered telemetry signal segments (called gaps) to re-
cover data lost during acquisition andresynchronization.
Two methods, one for closed-loop and the other one for
open-loop config uration, arc disc. ussedin this paper. Both
of themcanbe used ineither forward or backward pro-
cessing of signal segments, depending on where a gap is
specifically situated in apass.

1  Introduction

It is clear that the cost cfliciency is becoming a major
driver in future spaccinissions. Because of the conistraints
011 total cost, including design, implementation and oper-
ation, future spacecrafts arc limited in terins of their size,
power andcomplexity. Consequently, it is expected to have
future missions operate 011 marginal space-to-ground com-
municationlinks. As a result, data compression techniques
aboard the spacecraft, and otheradvanced signal process-
ing techniques on the ground arc important to provide al-
ternatives to incrcase the scientific return of a mission by
improving the communication hnk margin. Onc widely
adop ted concept of buflering telemetry signal for further
signal processing to improve datarcturn for low data rate
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and low downlink marginmissions is first implemented as
the Buflered Telemetry Demnodulator (BTD) to support
NASA’s Galileo Mission [I]. Inthisinission, Galileo space-
craft hasto rely on its low gain antenna to transmit data
from Jupiter back to Farth, because of a malfunctioning
high gain antenna. The low-gain antenna can only support
very low symbolsignal-to noise (ranging from -10 dB to -6
dB)at low symbol rates (up to 640 symbols per scc.end). It
is estimated, for such a low signal- to-noise range, that the
signal acquisition (including carrier, subcarrier, and sym-
bol) can take up to ten ninutes when single antenna is
used. Furtherinore,in order to maximize the data return,
several data rate changesintending to take advantage of
al the available antenna aperture 011 the ground can occur
in apass and caclimay require re-acquisition of the signal.
The corbination of the above two can result insignificant
data loss if signal is not buflered.

With the data buflered, various non-real-time (non-
causal) signal processing techniques canbe performed to re-
duce the data loss ducto acquisition, resynchronization and
loss-of-lock. For example, playing with different loop con-
figuration such as using different loop bandwidth and/or
different quadrature windowing may realize better acquisi-
tion per formance [2]. In this paper, we will focus on tech-
niques used for reprocessing segiments of buflered telemetry
signal (called gaps), by using check point information ob-
tained from the segments of buffered signalnext to the gap
(called pads), to recover the lost data. This presents a
unique opportunity to cinploy non-causal signal processing
techniques for the purpose of signal detection.In section
2, the brief description] of BTD andthenature of gaps arc
given. I'wo methods, one for closed-]oo]) and the other one
for open-loop configuration, arc discussed inscction 3 and
4, respectively. Both of themn can be used for either forward
or backward gap processing, depending 011 where a gap is
specifically situated in a pass. The overall gap processing

strateg v is discussed 1 section .




2 B uffered Telemetry Demodulator and Gaps

BTD is a softwarc receiver implemented on a general
purpose multi- CPU workstation. I perforis acquisition
and tracking functions for the carrier, subcarrier and sym-
bol, as well as providesmiscellancous monitoring functions
such as lock indicators, symbol SNR estimmators, etc. It
is designed to take advantage of multiple CPUs in doing
several processes on different segments of digitally sam-
pled and recorded signal simultancously. For example, 1t
canprocess real-t,illle samples forward (in terms of time)
and reprocess any other scgment of samples in the past at
the same time. The necessity to reprocess a segment o f
samples arises from the following two scenarios: (1) the
out-of-lock indication is detectedinany one of theloops,
and (2) the succeeding decoder fails to extract valid infor-
mation. Both situations indicate that demodulation is not
successfully performed for that segment of samples, which
is called a gap. T'ypically, gaps arc causcd by either acqui-
sition/reacquisi tion or cycle-slip in one of the three loops.
Gaps duc to acquisition/reacquisition cau befoundin the
beginning of cach pass and at the instants of data rate
change. However, gaps duc tocycle-slips arc usually ac-
companied by the drop of loop sig]lal-to-noise ratio, and
cau occur randomlyin apass. In rare cases, a gap may
happen as demodulated symbols arc mis-handled in the
data flow between BTD and the succeeding decoder. The
processing of a gaptoextract any valid informationnot
available when that scgment of signal samples were first
processed is referred to as gap closure process ing (GCP).

Along its demodulation process, BT1) keeps record of its
internal states, including the lock indicator states, the state
variables inside loop filter and munerically controlled oscil-
lator (NCO) for al threeloops. These state variables arc
recorded at fixed intervals and are stored as check points.
The check point inforination will serve asa reference when
a gap closure process is necessary. For a gap situated in -
sidc a pass, il is possible to perforin the GCP by using the
available check point information either prior to or after
the gap. Theformer is referred to as the forward gap clo-
sure processing (FGCP) because it loads in the check point
information prior to the gap and start to process the gap
from the beginning towards the end; the latter is referred
to as the backward gap closure processing (BGCP) since the
gap is processed inthe order of reversed tie. obviously,
only the FGCP can be performed when the gap is at the
end of a pass, and only the BG CP can be performed when
the gap is at the beginning of a pass. There is no essen-
tial difference between I'G CP and BGCY except the order

of signal samples processed is reversed. The exclusion o f
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Figure 1: Conceptual lllustration of Gap Closure Processing.
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Figure 2: Augmented Second-order Digital Phase-locked Loop.

cither ome depends solely onthe availability of sufficient
check point information. Since every state variable of cach
check point is a random variable, it is nccessary to take
more than ouc c.fleck points to make a good estimmation of
st ates al the start of GCP. A pad is referred to the segment
of signsl samples from which all the check points used fora
GCP are derived. It will be clear that the pad-to-gap size
ratio plays animportant role indetermining the strategy
of Gel'.

The concept of FGCY and BG CP cau be simply illus-
trated in Figure 1, where two gaps, two pads and asso-
ciated GCPs arc given. The gap #/1 is caused by initial
acquisition at the start of a pass. It can be recovered by
the BG CP ¢/ Tusing check point information obtained from
pad #/1.The same check point information can also sup
port the FGCP /2 in reprocessing the gap /2, where it is
inside a pass and probably caused by a data rate change or
an unex pected drop of loop signal-to-110ise ratio. Of course,
the BGCP #/2 using, check point information obtained from
pad #2' is analternative forthe GCP of gap 7'/2.

3 Closed-Loop Gap Closure Configuration

The most straightforward way to reprocess a gap is to
run the samereceiver over that scgment of sampled signal



with 801 ne new a priert information pertinent to the start-
ing point. The a priori information is typically obtained

by estimates of the state prior to the gap (in the case of
1(; CP) or after the gap (in the case of BG CP)insegiments
when the receiver is inlock. For a digital phasc-locked loop
(PLL), the method of loop filter coeflicients initialization
is first proposed to reduce the transient response [3]. For
example, a second-order, bascbhand equivalent phase-locked
loop can be augimented as shown in Figure 2. The two co-
eflicients, Co and Cy, arc added for the purpose of phasc
and frequency initialization. 1t is easy to snow that,at the
NCO input,

n-1

1+ G2 Y e (d), (1)

1=

29(n) = Cy+ Gizq(n .

which corresponds to the estimnate of the first derivative of
thie incoming phasc process. If the incoming phase process
is assumed as

0@1) = 0o - 011 4058%/2 (2)

the steady-state phasc crror,in the absence of noisc, be-
cotnes 0.1
2
d’ss = *(‘;";" ) 3
where 7y is the loop update interval. By equating (1) aud
the first derivative of (2), and then substituting (3), we

have
. Gi\, "
Ci= 0, - | =~ 02754 0,715. 4)
G
With a good a priori knowledge on O., #,and 0,, the co
eflicients Cop = 0p and C; given as (4) can be used for the
forward gap closure process.

The BGCYP needs only a slight modification in cocfli-
cients by changing the sign in front of the terins contain-
ing 0i, where ¢ is a positive even integer. In our cxample,
Ca = 00 is unchanged bul C nceds to be changed to

y
Cy= 0y 4 ff,‘ 0Ty - 0471, (5)
(G2)
The reason for this modification is that the odd order
derivatives of aphasc process do not need a sign change
as the time is reversed; however, the even order deriva-
tives do need one.  ‘T'his can be explained by a sinple
example as follows. Thefrequency for a periodic move-
ment at a rate of 27 /second is always one Hertz, no matter
its associated phasor is described as rotating clockwise or
counter- clockwise, On the contrary, a frequency ramp in-
creasing (positive slope) with time will be decreasing (neg-

ative slope) when the time is reversed.

4 Open-loop Gap Closure Configuration

A gap can be reprocessed without, theuse of a PLL to
adaptively estirnate the signal phase, provided that the sig-
nal phasec is reasonably stable or slowly varying in that gap.
The open-loop gap closure configuratio n uses an cstimated
phase profile Lo serve as the reference phase. The estimated
phase profile can be obtained from the phasc observation
over anadjoint region where phase has been successfully
tracked

It is assuined that the measurements at the output of
the NCO can be modcled as

(k) = 0(k) 1 v(k)
: {001 00 (K1) 4 0(K1)%) 2} 4 v(k), (6)

where 6(k) is theinput phase process sampled at theinter-
al 7', and v(k) is a zcro mean Gaussian randomn variable
with variance o . Given m noisy correlated samples of y(k),
the ]Jcasl-squared estimate of the input phase parameters,
namncly 0o, 0y, and 0z, is casily shown as [4]

0= [HTH]" "y, ™

where ¢ is the estimation vector and y is the measurcment

vector given as

. 0o ¥(2)
0= 1 6, and = ) ,
i, r
- y(m)

andthc observation matrix /1 is given as

1 1 1
nro- o 27 ml
[ E (m1)?%/2

12/2 (21) %/2
Therefore, the estimated phase at time 1 will be
0(1) = 0o+ Oyt 051%/2, (8)
which is au unbiased cstiimate with variance

02(/) = 03 (D111 pogt? i past?/a-
2012t prst? /2 4 p2st®/2)] )1, (9)
where p,;; is the (7, 7)th component of the covariance matrix
Pt ey [t
with 1t = 12{r’"'} being the covariance matrix of the NCO

output, determined by sampling the correlation function of

the phase process given in [5].
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Figure 3: Performance of |,casL-Squares Smoothicr/Predictor.

1.0 [ o2 01 | 005 0.01

38.00% | 14.00% | 5.00% | 0.008%| 0.00%

80.80% | 43.60% | 20.60% | “18.20% | 0.00%

106.00% | --60.40% | 43.8066% 22086% | 6.20%

133.85% | 8055% | 60.65% | 48.80% | 15.05%

3 180.62% | 113.32% | 88.12% 29.94%

m = 10000 | 223.91% | 143.71% | 113.64% : 43.92%
[ = 16000 | 252.95% | 164.12% | 130.09% $ %02.678% | 53.41%
| m= 20000 | 275.43% | 170.92% | 144.87% | 118.72% | 60.76%

Table 1: The y(m, 8.7 Values

It is interesting to note that the normalized variance
of the open-loop, least-squared estimated phase, defined
as the ratio of ag(i)/a'j, serves as animportant indicator
showing whether the open-loop configuration] out-performs
the closed-loop configuration or not,. A ratio smaller than
one actually implies that the open-loop estimated phase
has
rived from the closed-loop configuration. Figure 3 gives
a typical example of the perforimance of the least-squares

smaller variance than the NCO output phliase de-

smoother/predictor versus the sample nunber away from
the observed sample one. Note that the region where nor-
malized variance is less than unily extends both sides sym-
metrically beyond the observation window. Theratio of
the single-side extensionsize to the observation window
size, denoted asy{m, 13.1"), is listed in ‘1'able 1 for various
B, 1" products of theloop bandwidil of the counterpart
closed-loop configuration and the sampling interval, and
the number of observation samples m. Yor example, as
listedin ‘Jable 1 and also showninlIigure 3, the open-loop
configuration should out-perform the closed-loop configu-
ration over any 84P with sizc up to 133% of the available
observation size m= 2000 and 3,7 = 1 .().

5 Overall Gap Closure Strategy

It is shown that open-loop configuration can simply out-
perform the closed-loop configuration for a certain length
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Iigure 4: The overal Gap Closure Strategy.

of time into a gap, and thenits performance deteriorates
rapidly when further into the gap. Based upon this phe-
nomenon, the overall gap closure strategy which optimizes
the GCP performance is depicted as the flow chart shown
in Figur c 4.

For a given loop baudwidth 13;,, check point interval 7',
gap sizc 1y, and the available pad size 1y, the open-loop
configur ation is able to process the complete gap with bet-
ter performance, ouly if there exists at least an integer nun-
ber of check points, denoted as m, which satisfies

- jq <m< l—pJ

T -nyim, BT 7
The upper limit of (1 O) is the number of available check
points from the givenpad, and the lower limnit is the numn-

(lo)

ber of 1equired check points to open-loop cover the whole
gap. When such anm exists, thelargest possible m, deter-
mined by some operational contraints, is chosen to ensure
the best open-loop gap closure performance. When no such
an m canbe found to satisfy (10), it is still possible to usc
open-loop configurationup to the point where the open-
loop performance is going to be worse than the closed-loop
perforinance, namelythe first m7'-9(m, 3,7 scc.ends into
the gap, and then close the loop for the rest of the gap.
A deccision needs to be made here to justify the benefit
to include additional switching mechanism from open-loop
to closcd-loop configuration. Typically, the break point is
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arbitrarily set, as
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Figure bshowsthe result from GC) of a gap at the be-
ginuing of a pass.In this figure, the estimated symbol
SNRs from the first BT pass as well as the BGCP arc
plotted versus samnple time a one minute interval. The in-
put signal has 1.6 1z Doppler frequency and 0.5 1mnH z/scc
Doppler rate, with estimated symbol S NR varying around
-6 dB. It clearly shows the gap, characterized by thie below-
average SNR for the first three ininutesin first pass, is
recovered as SNR coming back toits normallevel during

BGCP.

6 Con cl usion

The techniques used to recover any data loss {romn
buflered telemnetry signal during acquisition/reacqu isition,
data rate changes and cycle slips arc presented in this pa-
per. T'wo different configurations, one is a simple least-
squares phase estimator used for open-loop gap closure pro-
ccss and the other involves theloop filter initialization for
the closed-loop gap closure, canbechosen to rec.over lost
data, depending upon the size of a gap andthe size of its
surrounding pad(s). Bothmethods have the flexibility to
be used iu either forward or backward processing, which
helpsto c.over gaps at various position, especially a the
beginning of cach passwhere initial acquisition) is always
required. T'he overall strategy which optimizes the gap clo-
sure process performance is aso presented. With the case
for implementation o11 general purpose workstations and
the flexibility to work o11 the reversed tine order, these
techniques should be crucial to the future low cost space
missions, since the expec ted very low downlink communica-
tionmargin is a threat to the scientific return under current
ground receivers.
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